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Abstract—In 6G and beyond network infrastructure, Low
Earth Orbit (LEO)-based Non-terrestrial Networks (NTN)
are poised to play a significant role in delivering global
connectivity. To serve users effectively, multiple satellites
must collaborate. Each satellite has only a brief window of
time to communicate with the user. Therefore, an optimal
handover strategy is needed to ensure seamless user transitions
between satellites while minimizing unnecessary and frequent
handovers, which leads to user satisfaction. However, existing
handover strategies, primarily based on system geometry,
may lack efficiency in dynamically changing user demand,
particularly in deep urban canyon environments. This paper
introduces a Spatio-temporal Entropy-based Scoring (STEBS)
handover strategy. STEBS is a multi-objective dynamic han-
dover strategy designed to minimize the number of handovers
while consistently meeting user demand. Simulation results
demonstrate that STEBS reduces the number of handovers and
increases throughput, achieving an exceptionally low blocking
rate of one-eighth compared to benchmark schemes, resulting
in a 99% user satisfaction rate.

Index Terms—LEO satellite, handover, channel model, en-
tropy

I. Introduction
Satellite communications are seen as essential additions

to the future 6G wireless network infrastructure, given
their capacity to enhance the existing terrestrial communi-
cation network and deliver global wireless coverage [1], [2].
Recently, there has been increased research interest in Low
Earth Orbit (LEO) satellite communications, which offer
advantages such as decreased transmission loss, shorter
delays, and lower power consumption compared to Geo-
stationary Earth Orbit (GEO) satellite communications
[3]–[5]. In terms of coverage, a single LEO satellite can
span a vast diameter, covering hundreds of kilometers. The
orbital dynamics of LEO satellite constellations, coupled
with sky-to-ground propagation characteristics present
link-level and network-level challenges not encountered in
current terrestrial cellular networks. The success of emerg-
ing LEO satellite communication systems and their role
in next-generation connectivity will depend on identifying
potential solutions to these challenges.

One of the primary challenges facing LEO satellite
communication systems is their high mobility, with speeds
reaching 27,000 km/h, resulting in short coverage duration

per satellite. Mobile terminals must disconnect from the
currently linked satellite to maintain network sessions
and establish a new connection with the next satellite.
This process is known as satellite handover. This constant
change in the connection relationship between satellites
and terminals is necessary. However, satellite handovers
can introduce issues, such as delays, transmission losses,
and signaling overhead. Therefore, designing an intelligent
satellite handover strategy that minimizes the average
number of satellite handovers, enhances call quality, and
balances network loads is of utmost importance.

The challenge of satellite handovers in Non-terrestrial
Networks (NTN) is a prominent topic in academic research
and industry. For instance, Duan et al. [6] introduced a
handover control strategy that integrates multi-hop rout-
ing based on a minimum delay strategy with the option
given to the satellite to decide the user access. Bukhari
et al. [7] employed a fuzzy c-mean clustering approach
for LEO satellite handover but did not consider call
quality. Hu et al. [8] suggested a velocity-aware handover
prediction in LEO satellite communication networks by
capturing the impact of user mobility to avoid handover
prediction failure.

Dai et al. [9] decomposed the optimization problem
into the throughput maximization factor and the load
balancing factor. They combined these factors to create a
new metric and employed the Particle Swarm Optimiza-
tion (PSO) algorithm to maximize this metric, thereby
obtaining the optimal handover decision. Liu et al. [10]
suggested a load-balanced satellite handover strategy,
considering the equilibrium of satellite workloads. This
strategy also integrates a power allocation optimization
algorithm to enhance channel capacity.

Lei et al. [11] formulated a handover strategy for air-
craft, incorporating dynamic user preferences specifically
tailored for LEO satellite communication. Cao et al. [12]
introduced user equipment (UE)-driven deep reinforce-
ment learning (DRL)-based approach designed for random
mobile ground terminals. The goal is to maximize the
average system throughput while minimizing the handover
rate. However, it is worth noting that their method
does not consider system load balancing. Feng et al. [13]



presented a handover strategy based on bipartite graphs,
utilizing the Kuhn-Munkres algorithm to match ground
stations and satellites. The objective is to maximize
communication quality and achieve a balanced satellite
load distribution. However, most of the above handover
strategies did not consider the users’ dynamic service level
agreement (SLA) or the deep urban canyon environment.

This paper proposes a spatio-temporal entropy-based
scoring (STEBS) handover algorithm. STEBS is a multi-
objective handover strategy based on a scoring mechanism
within a satellite ground link. To evaluate the STEBS
handover algorithm, we will compare it with the three
performance criteria for satellite handovers: the remain-
ing visible time, the elevation angle, and the available
resources of the satellite. The remaining visible time
directly influences the satellite handover rate. Ensuring
a reasonable elevation angle during the communication
contributes to maintaining call quality. The availability of
satellite resources plays a role in determining the network
load on the satellite. Additional evaluation criteria can be
derived from these three fundamental criteria.

The rest of this paper is organized as follows. Section
II presents the system model, offering a detailed overview
of the channel model, handover procedure, problem for-
mulation, and the STEBS model. Section III contains a
thorough performance evaluation derived from our simu-
lation results. Future research topics and the conclusion
are presented in Section IV.

II. System Model
A. Channel Model

This paper utilizes a conventional geometric 3D
multiple-input multiple-output (MIMO) channel model
to establish downlink communication from a satellite to
a user. The channel characteristics are delineated by
describing the geometric interplay between scatterers and
the transceiver within the propagation environment. The
model assumes that the handover from a LEO satellite
is similar to an inter-satellite handover, and the channel
communication is established prior to the handover.

This study focuses on deep urban canyon areas as the
model’s setting, characterized by dense scatterers such as
trees and tall buildings with narrow roads, as depicted
in Figure 1. Consequently, the probability of encounter-
ing non-line-of-sight (NLOS) conditions are notably high
around the user terminal, and terminal scatterers are
distributed across the 3D hemisphere surface.

The overall path loss is assumed to comprise free-space
path loss (FSPL) and atmospheric absorption, accounting
for oxygen (αO2) and water vapor (αH2O) attenuation
during propagation from the satellite to the user [14].
Other types of gases, however, have a negligible effect
on changing the signal level for elevation angles above
30° [15]. The satellite altitude is denoted as hs, while
the horizontal distance between user u and satellite s
is represented by du,s. The elevation angle between the

user equipment antenna array direction and the x-axis is
denoted as ϕu,s

Fig. 1: System Model

The 3D channel model proposed for deep urban canyons
can be articulated as follows:

PLtotal = FSPL+Θ (1)

where PLtotal is the total path loss between the satellite
s and user u, FSPL is the free space air-to-ground path
loss and Θ is the atmospheric absorption and calculated
as,

Θ = α.d (2)

where α is the specific attenuation due to atmospheric
gases (in dB/km), and d is the path distance through the
atmosphere (in km).

1) Free Space Air-to-Ground Path Loss: An important
aspect of the air-to-ground channel is the probability of
Line-of-Sight (LOS) connectivity. The modeling of the
probability for the LOS channel between the satellite and
the user is presented as follows [16]–[18]:

PLoS =
1

1 + a.exp(−b( 180π arctan( hs

ds,u
))− a)

(3)

where a and b are constants depending on the environment
model.

Therefore, the probability of NLOS is,

PNLos = 1− PLoS (4)

The slant distance between satellite s and user u
is represented by ds,u, and defined in relation to the
satellite’s altitude hs and its elevation angle ϕ as in
Equation 5,

ds,u =
√
R2

esin
2ϕ+ h2

s + 2Rehs −Resinϕu,s (5)

where Re is the Earth radius, ϕu,s is the Elevation
Angle (EV). Considering air-to-ground channel in deep
urban canyon environments. where multi-path fading and
shadowing exist then the path loss for LOS and NLOS is
modeled as the following,

PLLoS = 20log(
4πfcdik

c
) + ηLoS (6)



PLNLoS = 20log(
4πfcdik

c
) + ηNLoS (7)

Therefore, the free space path loss (FSPL) is modeled
as,

FSPL = PLoS .PLLoS + PNLoS .PLNLoS (8)

Substituting (3), (4) and (6) into (7), FSPL is presented
as:

FSPL =
A

1 + a.exp(−b( 180π arctan( hs

ds,u
))− a)

+ 10log(h2
s + r2ik) +B (9)

where A = ηLoS−ηNLoS and B = 20log( 4πfcc )+ηNLoS
are the path loss exponent for ηLOS and ηNLOS.

2) Atmospheric Absorption: The atmospheric absorp-
tion accounts for oxygen (αO2) and water vapor (αH2O)
attenuation during propagation [14]

α = αO2 + αH2O (10)

Under an environment with additive Gaussian white
noise, the received Signal-to-Noise Ratio (SNR) of user u
can be measured in dB:

SNR(hs, ds,u) = Pt − Pn − PLtotal(hs, ds,u) (11)

where Pt and Pn are the transmission power and average
power of noise in dBm respectively and the available data
rate can be calculated as,

DRs,u = BW · log(1 + SNR(hs, ds,u)) (12)

B. Handover Procedure
This section introduces the data rate-based event-

triggering procedure. The handover model aligns with the
methodology proposed in [19], [20], given its capability
for autonomous decision-making and its utilization of a
trigger-based handover process, analogous to the con-
ventional handover process employed in the 3GPP New
Radio (NR), as depicted in Figure 2. The figure outlines
the handover procedure, integrating a data rate-based
measurement report that acts as the trigger for initiating
the handover process. If the data rate DRs,u delivered
from satellite s to user u falls below the minimum user
SLA threshold DRu,sla, a handover will be triggered,

DRs,u < DRu,sla

As introduced in Figure 2, if the data rate condition is
satisfied, , then the following steps are:

1) UE sends the measured data to the serving satellite;
2) Serving satellite transmits data to the network

controller;

Fig. 2: Handover Procedure

3) Upon receiving the measured data, the network
controller decides to initiate the handover;

4) The network controller sends the handover request
and decision to the target and serving satellites;

5) Targeted satellite exchanges the handover request
acknowledgment message with the serving satellite;

6) Serving satellite sends the handover command to the
corresponding UE;

7) UE synchronizes its data with the target satellite;
8) UE switches the communication route to the target

satellite; and
9) UE disconnects from the serving satellite and re-

leases its resources.

C. Satellite Scoring Model
In this part of the process, the available satellite for each

user will be weighted. While the output of this process is
the scoring metric that gives a user preference for each
satellite, the input is three metrics: Available Resources
(AR), Remaining Time (RT) and available Data Rate
(DR). Since each metric has a different level of importance
in determining the overall satellite score based on its
data, assigning weights to each metric is essential since it
allows the scoring function to express each metric’s relative
importance or contribution to the overall score. In such a
scenario, introducing weights can control the influence of
each metric on the final score.

1) Weight Calculation: We will use entropy from in-
formation theory to assign weight to each metric. Fol-
lowing the fundamental principles of information theory,
information serves as a quantification of the certainty
or order in a system, while entropy is a measure of
uncertainty or randomness associated with a dataset.
It quantifies the amount of information contained in a
dataset. Introduced by Claude Shannon, entropy provides
a way to characterize the average unpredictability in a set
of possible outcomes.

Therefore, the general formula of information entropy
for user u on metric m is:



Eu,mj = −
n∑

i=1

Pi log2 Pi (13)

where Pi is the probability of the ith element in the metric
mj for user u.

To determine the weight of each metric mj for user
u, given their disparate units (e.g., time, Mbps, and
number of channels), and acknowledging that minimal
differences within the same metric are negligible in the
overall evaluation, we will utilize the KMeans clustering
algorithm to dynamically group values within each metric.
This clustering aims to standardize their representation
before entropy calculation. The optimal number of clusters
(optimal K) for each metric is determined through elbow
gap statistics.

After clustering the four metrics, the subsequent step
involves calculating the entropy for each, as outlined in
Equation 13. The weight of each row in each metric is
then computed according to Equation 14.

wu,mj =
Eu,mj∑m
1 Eu,mj

(14)

where wu,mj represents the assigned weight for user u in
metric mj .

2) Satellite Scoring: Once we assigned a weight for each
metric, we will calculate the score of all available satellites
to each user u as in Utility Function 15

Scoresjui
= wrtRTui,sj + wdrDRui,sj + war(1− Usj ) (15)

where, Scoresjui is the satellite sj preference score for user
ui, wrt, wdr, war is the assigned weight for metric RT, DR,
and AR respectively, and Usj is sj satellite utilization.

RTui,sj and DRui,sj as in equations 16 and 17.

RTui,sj =
RTui,sj −RTmin

RTmax −RTmin
(16)

DRui,sj =
DRui,sj −DRmin

ui,s

DRmax
ui,s −DRmin

ui,s

(17)

In Equation 16, the values RTmin and RTmax are
reference values based on the LEO satellite’s speed in
its orbit, the environment, and the specific location being
studied. Additionally, DRmin

ui,s and DRmax
ui,s represent the

minimum and maximum acquired data rates for user ui

among all available satellites s at any given time.
3) Satellite Perfect Matching and Users Association:

The input for this process consists of four metrics: satellite
scoring, satellite available resources, users’ SLA, and
available data rate metrics.

To achieve the perfect matching, we will employ an
Integer Linear Optimization. The problem formulation,
objective function, and constraints are detailed in Section
II-D.

D. Problem Formulation
The problem is formulated as a 0-1 integer linear

program (0-1 ILP), utilizing the decision variable xui,sj ,
which is set to 1 if user ui is assigned to satellite
sj , and 0 otherwise. The objective is to maximize the
overall user score Scoreui,sj and enhance user satisfaction.
STEBS achieves this by maximizing the summation of
the placement decision variable xui,sj . The optimization
problem is given by 18.

max

I∑
i=1

J∑
j=1

xui,sjScoreui,sj (18a)

s.t. C1: DRmin,u ≤ DRu,s, ∀u ∈ U, ∀s ∈ S (18b)
C2: DRmax,u ≥ DRu,s, ∀u ∈ U, ∀s ∈ S (18c)

C3:
U∑

u=1

m× lu,s ≤ L, ∀u ∈ U, ∀s ∈ S (18d)

C4: Linkus ≤ 1, ∀s ∈ S, ∀u ∈ U, ∀s ∈ S (18e)
C5: ϕu,s ≥ ϕ0, ∀s ∈ S, ∀u ∈ U (18f)

The optimization problem 18a aims to maximize the
user score Scoreui,sj . Constraints (18b) and (18c) ensure
that user ui receives a data rate within their SLA profile’s
minimum and maximum limits; this is needed as user sat-
isfaction is determined by the attained data rate compared
to their SLA profile. However, given that each satellite has
limited available channels L, assigning users based solely
on maximizing the acquired data rate could negatively
impact overall system performance. Additionally, in cases
where no available link exists, user admission would fail.

To ensure that no satellite is overburdened with the
number of assigned channels, constraint (18d) is intro-
duced. Constraint (18d) guarantees that the sum of the
number of assigned channels n × l for users in set U
to any satellite s never exceeds the available resources
on that satellite. Furthermore, as each user can only
connect to one satellite at any given time constraint
(18e) is included to govern this condition. Finally, since
our target environment is an deep urban canyon where
the probability of Line-Of-Sight (LOS) is very low, we
introduce constraint (18f) to ensure that the acceptable
elevation angle ϕu,s is greater than or equal to the
minimum defined elevation angle.

E. STEBS Handover Algorithm
Due to the significant complexity of the proposed NP

problem, solving it using exact dynamic programming
remains largely theoretical [21]. Therefore, to address this
optimization problem, the STEBS algorithm is introduced.
The proposed handover strategy is encapsulated in Algo-
rithm 1.

Lines 1-4 in Algorithm 1 involve collecting information
about triggered users and their available satellites. The
first loop of the STEBS algorithm (Lines 5-9) computes



Algorithm 1 STEBS Handover Algorithm
1: Find all UE U triggered for handover
2: Query users SLA ∀u
3: Find available satellite s ∀u
4: Query elevation angle ϕ and available resources AR

∀s
5: while u ̸= 0 do
6: while s ≠ 0 do
7: compute DRsi,uj ▷ Eq. 12
8: s− 1
9: end while

10: u− 1
11: end while
12: for each Input metrics m do
13: Cluster DR metric
14: Cluster RT metric
15: Cluster AR metric
16: end for
17: for each Input metrics m do
18: for each u in mi do
19: Calculate entropy Eu,mj ▷ Eq. 13
20: Assign weight wu,mj

based on Eu,mj
▷ Eq. 14

21: end for
22: end for
23: while u ̸= 0 do
24: for each Input available s do
25: Calculate Scoreui

sj , ∀s ▷ Eq. 15
26: end for
27: u− 1
28: end while
29: Find perfect matching ∀u ∈ U, ∀s ∈ S
30: while u ̸= 0 do
31: if u can connect to TN then
32: Connect to TN
33: else
34: Connect to assigned s
35: end if
36: u− 1
37: end while
38: Exit

the DR between each triggered user u and the available
satellites. After DR computation, three metrics are pre-
pared for use in satellite scoring. Lines 10-25 assign a
score to each available satellite. For instance, Lines 10-14
standardize the units of the metrics and eliminate the
minor differences inside the same metric by clustering
them using the KMeans algorithm, as defined in Section
II-C1. In Lines 15-20, the STEBS algorithm calculates the
entropy for each metric m for each user u as in Equation
13 and assigns a weight based on the calculated entropy,
as in Equation 14. The last part of the scoring function
assigns a score for each available satellite to each user; this
is done inside the loop defined in Lines 21-25, where the

satellite score calculation is performed using the defined
utility function in Equation 15.

Once STEBS assigns a score to each available satellite
for each user, Line 26 finds the perfect matching using
integer linear programming, as defined in Section II-D.
Finally, Lines 27-33 aim to reduce the cost and load of
connecting users to satellites. For instance, Line 28 checks
if the user can connect to terrestrial networks (TN), given
that the available TN can satisfy their SLA. If not, Line
31 connects the user to its assigned satellite.

III. Simulation Result and Discussion
In this section, we evaluate the performance of the

STEBS handover strategy for satellite communication
systems through a series of simulations. These simulations
are conducted in the context of deep urban canyon
environments characterized by dense user populations and
elevated scatterers predominantly from tall buildings and
scattered trees. Table I summarizes the parameters used
in these simulations. Some parameters are set according
to Starlink satellite specifications, while others align with
LEO satellite development trends [22], [23]. Considering
the urban canyon environment, it is reasonable to set
high values for the path loss exponent A and B [24],
and a minimum elevation angle ϕmin to be high enough
to maintain an acceptable LOS probability according to
3GPP Release 15 [25].

TABLE I: Simulation Parameters

Parameter Description Value
Re Earth Radius 6371 km
fc Frequency 10.7 GHz
hs Satellite Altitude 550 km
T Noise Temperature 285 Kelvin
e Vapor Pressure 9.36 hPa
Pt Transmit Power 85.89 dbm
BW Bandwidth 120 Mbps
A LOS Path Loss Component 2.5 dB
B NLOS Path Loss Component 20 dB

ϕmin Minimum Elevation Angle 20°

A. Simulation Setup
We implemented the STEBS, largest service time (max

RT), largest data rate (max DR), least used satellite
resources (max AR), and highest elevation angle (max
EA) handover selection strategies using Python. We
employed the PuLP optimization solver to address the
diverse optimization problems. The dataset was generated
through STK 17.1 by analyzing SpaceX Starlink satellite
constellation coverage, as depicted in Table 3. The study
area was covered by 10 LEO satellites at the selected time.
However, not all of them provided the required data rate,
especially when the elevation angle under 20°. Although
the visible time of the satellites ranges between 491 to
756 seconds, the actual acceptable time, considering the
data rate satisfaction range was significantly lower. The



generated dataset for this simulation includes the triggered
users for handover set to 1000, facilitating the simulation
of a group handover.

Fig. 3: Satellite Visible Time Report

Figures 4 and 5 provide a comparison of various
handover strategies. This paper compares the STEBS
algorithm with strategies based on max RT, max DR,
max AR, and max EA.

For instance, in Figure 4, the left y-axis illustrates the
average time between handovers. As depicted in the figure,
the Max RT strategy outperforms the other strategies as
it selects the next satellite with the largest service time.
However, STEBS, which considers the remaining time
when assigning a score to each satellite, exhibits slightly
better results than the other strategies.

We conduct the same comparison regarding the aver-
age throughput per user. The right y-axis in Figure 4
presents the average throughput per user for the five
different strategies, illustrating the throughput during
the selected simulation snapshot time. Considering that
throughput depends on both continuous transmission
time and available data rate, once again, the Max RT
strategy exhibits better results compared to the other
methods. The STEBS strategy follows as the second-best,
considering its incorporation of both available data rate
and service time as part of the utility function parameters.

STEBS Max AR Max DR Max EA Max RT
Handover Strategy
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Fig. 4: Average Time Between Handovers and Average
Throughput

While Figure 4 displays the average time between
handovers and the average throughput per user, the
left y-axis in Figure 5 illustrates the handover blocking

rate, an important metric for measuring user Quality
of Service (QoS). In this figure, we observe that the
STEBS algorithm takes into consideration the fairness
of service distribution among users. In our simulation,
STEBS provides service for 99% of users, guaranteeing
that each one of them will receive a data rate within
their SLA ranges. The remaining 1% of users were blocked
since there was no satellite with sufficient resources to
guarantee users’ SLAs, whereas the other methods had
higher blocking rates.

STEBS Max AR Max DR Max EA Max RT
Handover Strategy
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Fig. 5: Blocking Rate and Satisfaction Rate

A finally decisive benchmark is user satisfaction, mea-
sured by the data rate, the user receives relative to their
SLA profile. User satisfaction rate ω is defined by Equation
19.

λ =
DRui,sj

SLAmax
ui

ω =


1 λ >= SLAmax

ui

λ SLAmin
ui

< x < SLAmax
ui

0 λ = SLAmin
ui

(19)

While the maximum remaining time strategy outper-
forms in terms of total throughput and average time
between handovers, the right y-axis in Figure 5 shows
how it falls short in terms of user satisfaction. Compared
to other strategies, the STEBS strategy prioritizes user
satisfaction by including user fairness in assigning satellite
scoring.

IV. Conclusion
In this study, we assessed the handover performance of

a LEO-based NTN in an deep urban canyon environment,
employing various handover strategies. Simulation findings
reveal that the STEBS surpasses other strategies in
terms of user satisfaction rate, minimal handover rate,
and maximum throughput. Unlike existing techniques,
STEBS introduces a multi-objective dynamic handover
strategy utilizing a distinctive scoring method. In the
future, a detailed comparison will be conducted to contrast



the STEBS algorithm with state of the art handover
algorithms. In addition, as this method is implemented to
work on a reactive-based strategy within a specific time
slot, it has been suggested we explore the feasibility of
implementing STEBS in a proactive-based strategy.
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